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ABSTRACT 

 Congestion control in wireless networks has been extensively investigated over the years and several schemes 

and techniques have been developed, all with the aim of improving performance in wireless network. With the rapid 

expansion and implementation of wireless technology it is essential that the congestion control problem be solved. This 

paper we propose to control the congestion and error in network using Forward Error Correction (FEC) technique, 

which will avoid the error.  Hybrid Resource based Congestion Control (HRCC) which will reduce congestion in 

transmission channels and show that a combination of queue-length-based scheduling at the base station and congestion 

control implemented either at the base station or at the end users can lead to fair resource allocation, queue-length 

stability and reduce congestion in transmission channels.  
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INTRODUCTION 

 Congestion control in a TCP/IP (Transmission Control Protocol/Internet Protocol) based internet is complex 

and challenging (Zhiqiang Shi, 2013) and over the years a lot of effort and resources have been dedicated to the research 

in this area. TCP provides only end-to-end flow control and relies on packet loss as an indicator of congestion (D. 

Miorandi, 2008; M. Haenggi, 2008). On the other hand, IP is a connectionless stateless protocol and has no provision 

for any mechanism to detect or control congestion. 

 TCP limits a sender’s transmission rate relative to the network congestion such that if there is little congestion 

on the path between sender and receiver then the transmission rate will increase, otherwise if there is congestion, the 

transmission rate will decrease. TCP employs a window-based scheme to control the trans-mission rate and the size of 

the window directly limits the transmission rate. With TCP, congestion is avoided by changing the window size which 

greatly impacts the transmission rate. Generally with most TCP versions used in the Internet today, if there is little or 

no congestion, the window size increases by some factor to the predefined size called the slow start threshold, ss thresh 

(Slow Start Threshold). After attaining the ssthresh size, the window size increases linearly. If a packet is lost or 

congestion is detected, the window size is de-creased significantly to allow the network to recover from congestion. 

 The widely used standard TCP congestion control approach worked well for wired networks since loss of a 

packet was in most instances due to the congestion in the network. But with the rapid explosion of wireless networks, 

there is a significant increase in the number of combined wired and wireless networks and congestion control 

mechanisms previously used for wired networks do not perform well in the wireless links and wireless networks. The 

main reason for this decrease in performance of the widely used TCP congestion control mechanisms is that for wireless 

networks packet loss is caused frequently by several factors other than congestion such as noisy channels or fading 

radio signals, interference, host mobility and disconnection due to limited coverage (K. Huang, 2009). The current TCP 

mechanisms cannot distinguish congestion due to wireless fading channels or bandwidth reduction and therefore make 

unnecessary reduction in the congestion window size and cause severe performance degradation (P. C. Pinto, 2009). 

 Significant efforts and resources have been utilized in researching and developing techniques that would 

enhance performance in the wireless portion of wired-wireless networks. Two studies show that accurate estimation of 

the available bandwidth for ssthresh calculation and setting greatly improves performance. An-other study indicates 

that effectively manipulating the size of the window is essential in improving performance. A combination of both 

bandwidth calculation and window manipulation is proposed in to improve performance. 

Hybrid resource based congestion control: Our proposed Hybrid Resource-Based End-To-End Control Protocol 

(HRCC) is aimed to work around the optimal point in the sense that the channel capacity is fully utilized while no 

congestion is caused. As mentioned earlier, in mobile ad hoc networks, the optimal window size for TCP is very small, 

typically less than 5 in packets and even less than 1. Hence any change in congestion window may result in large 

throughput oscillation in each RTT (Round Trip Time), failing to stabilize the throughput. For this reason, HRCC, 

unlike TCP, employs rate based control, in order to stabilize the throughput of each flow while making full use of the 

available bandwidth.  

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Zhiqiang%20Shi.QT.&newsearch=true
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Protocol Overview: HRCC controls the sending rate of each flow by the explicit feedback carried in the ACKs. And 

each HRCC packet carries a congestion header as shown in Table II, which is used to communicate a flow’s state to 

intermediate nodes and the feedback from the intermediate nodes further to the destination. The field rp is the sender’s 

current permit arriving rate, and the field ci is the sender’s currently used control interval. They are filled in by the 

sender and never modified in transit. The last field, fb, is initiated by the sender and all the intermediate nodes along 

the path may modify it to directly control the packet sending rate of the sources. 

 The HRCC sender maintains an estimate of the round trip time rtt and accordingly calculates the control interval 

ci. It also adjusts the permit arriving rate rp according to the explicit feedback in the ACKs. Each time the sender 

transmits a packet, it attaches a congestion header to the packet with the latest rp and ci. All the nodes along the flow’s 

path, including the HRCC sender and receiver, keep monitoring the channel busyness ratio rb, and calculate the 

feedback accordingly. Then, according to the rules specified in 5.3, the node will decide whether and how to modify 

the fb field in the congestion header. The more congested node later in the path can overwrite the fb field in the 

congestion header. Ultimately, the packet will contain the feedback from the bottleneck node along the path. When the 

feedback reaches the receiver, it is returned to the sender in an ACK packet, and the sender updates its permit arriving 

rate rp accordingly. The updated arriving rate rp is then used by the sender to control the permit arriving rate at the 

leaky bucket. 

Related work: The work in (J. Kim, 2010; S. Shin and H. Schulzrinne, 2009) provides a utility-based optimization 

framework for Internet congestion control. The same framework has been applied to study the congestion control over 

ad hoc wireless networks (Q. Xue and A. Ganz, 2003). In (M. Haenggi, 2008), the authors study joint congestion control 

and media access control for ad hoc wireless network, and formulate rate allocation as a utility maximization problem 

with the constraints that arise from contention for channel access. This paper substantially extends to include routing 

and to study the network with time-varying channel and multi rate devices. In (S. Shah and K. Nahrstedt, 2002), the 

authors use multi-commodity flow variables to characterize the network capacity region for a wireless network with 

time-varying channel, and propose a joint routing and power allocation policy to stabilize the system whenever the input 

rates are within this capacity region. In (M. Haenggi and R. K. Ganti, 2009), the authors study the impact of interference 

on multi-hop wireless network performance. They model wireless interference using the conflict graph, and show that 

there is an opportunity for achieving throughput gains by employing an interference aware routing protocol. We use the 

same construction to model the contention relations among wireless links. In (P. C. Pinto, 2009; F. Wang, 2008), the 

authors use a similar model to study the problem of jointly routing the flows and scheduling the transmissions to 

determine the achievable rates in multi-hop wireless networks. All these works focus on the interaction between link 

and network layers, and try to characterize the achievable rate region at network layer. We include the end-to-end 

transport layer, and as such, the network uses congestion control to automatically explore the achievable rate region 

while optimizing some global objective for the end users. The stochastic Lyapunov function method is a powerful tool 

to prove the stability of Markovian system (L. Tassiulas and A. Ephremides, 1992). Especially, Theorem 3.1 in ((L. 

Tassiulas and A. Ephremides, 1992) provides sufficient conditions for the stability of general Markov chain. We 

combine convex analysis with stochastic Lyapunov method to establish the stability and optimality properties of 

networks with time-varying channels. Our result is applicable to a variety of time-varying systems that can be solved 

or modeled by dual algorithms. Similar result is obtained in other contexts through different techniques. 

 Our goal is to present a systematic approach to cross-layer design, not only to improve the performance, but 

more importantly, to make the interactions between different layers more transparent. Motivated by the duality model 

of TCP/AQM, which is an example of “horizontal” decomposition via dual? Decomposition, researchers have extended 

the utility maximization framework to provide a general cross-layer design methodology. As we will see in this paper, 

duality theory leads to a natural “vertical” decomposition into separate designs of different layers that interact through 

congestion price. Recent publications along this line of “layering as optimization decomposition” includes,  for TCP/IP 

interaction, for routing and resource allocation, for TCP and physical layer, and for joint TCP and media access control 

or scheduling. 

Model: Consider an ad hoc wireless network with a set N of nodes and a set L of logical links. These links are directed, 

though we assume connectivity to be symmetric, i.e., link (j, i) ∈ L if and only if (i, j) ∈ L. We assume a static topology 

and each link l has a fixed finite capacity cl bits per second when active, i.e., we implicitly assume that the wireless 

channel is fixed or some underlying mechanism is used to mask the channel variation so that the wireless channel 

appears to have a fixed rate. This assumption will be relaxed in Section V. 

 Wireless channel is a shared medium and interference-limited where links contend with each other for exclusive 

access to the channel. We will use the conflict graph to capture the contention relations among links. The feasible rate 

region at link layer is then a convex hull of the corresponding rate vectors of independent sets of the conflict graph. We 

will further introduce multi-commodity flow variables, which correspond to the link capacities allocated to the flows 
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towards different destinations, to describe the rate constraint at network layer. The resource allocation is then formulated 

as a utility maximization problem with schedulability and rate constraints. 

Performance evaluation: Most congestion control schemes used NS2 simulations to evaluate their performance except 

for where experiments were performed by modification of Linux Kernel 2.6.7. Commonly used performance metrics 

were employed in both the simulations and experiments and include error rate, bandwidth, link capacity, number of 

connections and rtt length, fairness and friendliness. It shows metrics used in each scheme. The percentage increase in 

throughput compared to the standard TCP congestion control technique implemented in the Internet is presented in 

Table 3. Various levels in improvement in throughput were observed for all schemes, ranging from 10% to 550%. Due 

to the lack of commonality amongst the compared metrics it was generally impossible to compare techniques against 

each other to determine the best algorithm. However, all techniques compared their improve performance against the 

TCPW and the results are presented in Figure-1Overall, the TCP constant, TCP-TP and TCP-EVBWE all out perform 

TCPW in various network scenarios. 

 Fairness and friendliness are important metrics in evaluating the performance of a scheme. Fairness means that 

all similar connections have the same opportunity to transfer data and that one connection would not aggressively 

consume resources at the expense of other connections such that connections with longer round trip times are not at a 

disadvantage. Friendliness is that connections of different schemes are able to co-exist. 

 
Figure.1.Throughput (Mbps) comparison in wireless networks with varying packet round trip times. 

 
Figure.2.Throughput (Kbps) variation with varying error rates. 

Simulation Parameters: For our experiments, we used a fixed packet size of 200 bytes and data rate of 12.8 Kbps (on 

the wireless channels), which are reasonable values for wireless networks. The number of hops between the source and 

destination is set to 10 and the corresponding window size is 4 Kbytes (20 packets). We have assumed that the network 

in our simulation does not suffer from congestion. Consequently, any packet loss is attributed to route failure only. The 

input parameters to the simulation are the failure rate and route reestablishment delay each run of the simulation is for 

a period of 100 seconds and is repeated 10 times. The averages of the ten values are reported. 

 The simulation is event-driven and proceeds as follows: Transmission of a packet leads to a SEND event at the 

source which in turn triggers an ACK event and a TIMEOUT event. The timestamp of the ACK event is calculated as 

follows: tACK = tSEND + delay based on number of hops, data rate and packet size + random variance (of up to 10% 

of total time to account for packet delays). The timestamp of the TIMEOUT event is based on TCP's timeout estimation 

mechanism. Depending on the conditions as described below, one of the above events (ACK/TIMEOUT) will be valid 

and the other event is then discarded. In order to simulate the reconfiguration of the network due to mobility, route 
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failure events are periodically generated. The route is re-established after a delay corresponding to the RRD. Based on 

the current time instant, location and duration of the failure and the timestamp of a SEND event, we can determine 

whether a packet reached the destination successfully and if an ACK successfully reached the source. Once we have 

determined which packets is \lost," their ACK events are then deleted from the event queue. Over this model, we 

implemented basic TCP and the proposed TCP-F. We then ran the simulation for both cases using different values of 

failure interval and route re-establishment delay (RRD). It was ensured that both TCP and TCP-F were simulated under 

the same conditions. 

 In Fig. 1, we see that as the sequence number of received Packets is smoothly increasing, each GCC flow has 

a stable throughput, and almost no packet needs to be retransmitted. Here the instantaneous throughput of a flow can 

be calculated by taking derivative of the sequence number with respect to time, i.e., the slope of the curve in Fig. 4 (c). 

This further verifies that GCC almost does not drop packets due to MAC collision or buffer overflow. On the contrary, 

TCP frequently retransmit lost packets. For clear demonstration, we only present the result from the start of the 

transmission, namely 10s, to 50s, although we observe the similar phenomenon for the rest of the simulation. As a 

result, the throughput of GCC is 12.8% higher than that of TCP Fig. 2 shows that GCC maintains a much smaller queue 

size at all the nodes than TCP. In fact, the average queue size of GCC is always smaller than 1. This translates into a 

short end-to-end delay for GCC, which is only 1/9 of that of TCP, as shown in Table III. In addition, as pointed out 

earlier, a large queue size keeps node busy with contending the channel, which increases contention and causes packets 

to be dropped. Thus, a small queue size is desirable. This also explains why TCP has a much larger packet dropping 

rate (in packets/s) than GCC. We also simulate the same topology with the AODV routing algorithm. As seen in Table 

III, the aggregate TCP throughput drops 37% compared with the case where the pre-computed shortest path is used. 

However, the aggregate GCC throughput only drops 12%. As a result, in this case, the aggregate throughput of GCC is 

57% higher than that of TCP. 

CONCLUSION 

 We have presented a model for the joint design of congestion control, routing and scheduling for ad hoc wireless 

networks by extending the framework of network utility maximization and applying dual-based decompositions. We 

formulate resource allocation in the network with fixed wireless channels or single-rate wireless devices as a utility 

maximization problem with schedulability and rate constraints arising from contention for the wireless channel. By dual 

decomposition, we derive a sub gradient algorithm that is not only distributed spatially, but more interestingly, 

decomposes the system problem vertically into three protocol layers where congestion control, routing and scheduling 

jointly solve the network utility maximization problem. We also extend the dual algorithm to handle the network with 

time-varying channel and adaptive multi-rate devices, and surprisingly show that, despite stochastic channel variation, 

it solves an ideal reference system problem which has the best feasible rate region at link layer. 

 Dual algorithms for convex optimization formulations of generalized network utility maximization have found 

many applications recently for both deterministic and connection level stochastic models. We show that, for a large 

class of such convex optimization problems, stability and average performance are not affected by channel-level 

stochastic models. 

 GCC provides a general technique to carry out optimization based network designs in a time-varying 

environment. Further research steps stemming out of this paper include the following. First, unique features in our 

algorithm for practical implementations need to be further leveraged. Second, we will extend the results to networks 

with more general interference models and/or node mobility. Third, scheduling problem is always a challenging problem 

for ad hoc network, and continued exploration of distributed scheduling protocols will further enhance the performance 

gain from cross-layer design involving link layer. Fourth, we will formally quantify the interesting observation that 

channel variations in fact help mitigate the overall system’s degradation due to suboptimal design in one layer. 
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